
Fake News 2.0: 
Combating Neural False 

Information

Penn State University, USA

Dongwon Lee, Ph.D.
dongwon@psu.edu

Apr. 14, 2021 @ MIND Workshop



False Information
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[Zhou et al., WSDM Tutorial 2019]

Definitions of False Information



Surge of “Fake News”
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Misinformation

Fake News



More Problems in Social Media?
1. Fundamental shift in communication: 

Consumer as producer [Sundar and Nass, 2001]

2. Monetary incentives: Ads by Google/Facebook
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More Problems in Social Media?
3. Source Layering
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More Problems in Social Media?
4. Virality
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[Vosoughi et al., 2018]



Popular Computational RQs
l What is false information?

l Operational definition
l Multi-faceted, multi-types
l How to label?
l Understand how it spreads?

l How to detect false information?
l Which one to fact-check (among many)?
l Detect accurately and early?
l Can explain verdict?
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To Detect False Information
l Human Based

l Manual fact-checking
l Crowdsourcing based

l Machine Based
l DB approach

l AI approach
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AI: Supervised Learning Approach
9

In Training

In Deployment

l Learning
l P: Features from “fake” news
l N: Features from “true” news

l Feed (P, N) to ML to build a model M

l Feed a news story A to M
l M determines if A is fake or true news story



Extensive Research (2010-2020)
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A visualization of 200 fake news-related papers published in 
IEEE, ACM, ELSEVIER, arXiv, Wiley, APA from 2010 to 2020 

[Kim et al., 2021, Tech Report]



Fake News 2.0: New Challenges
l Challenge #1

l Challenge #2
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create vs. create

create detect attack

Fake News 
Detector



C1. Attack the Detector
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Fake News 
Detector

Features

Real News Fake News

Adversarial
Examples



C1. Attack the Detector
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1. Should look like
regular user comment

2. Contents should be relevant

Whitebox: ~94%
Blackbox: ~90%

[Le, Wang & Lee, ICDM 2020]



C2. Neural Fakes: Text
l Transformer-based Language Models
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GPT-2 by OpenAI

Prompt

Machine
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C2. Neural Fakes: Text
l Comparison among 8 neural generative 

language models (LMs)
l Turing Test: is this text written by human or 

machine?
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8 SOTA Neural Language ModelsTuring Tester

[ Uchendu et al., EMNLP 2020 ]
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http://thispersondoesnotexist.com
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https://thisrentaldoesnotexist.com/



C2. Neural Fakes: Video
19



C2. Neural Fakes: Video
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Source: SIGGRAPH 2019



Potential Deepfake Scenario
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single image

1-min audio

Simple Animation

hour-long video

Eg, Samsung AI

Synthesized Audio
Eg, Lyrebird AI

Synthesized Video

Eg, Stanford / 
UW / Albany
AI methods

text transcript

text 
transcript



Commodity Technology
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Facebook DFDC 
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Final Thought
l Detecting (traditional) false information

l Extensive research since 2016
o Several solutions with >90% accuracy

l A few remaining challenges:
o Early detection, explainability, few shot learning

l New challenges and opportunities
l Detecting neural false information
l Attributing authors of false information
l Attacking and defending fake news detectors
è NO good computational solutions yet !
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Final Thought
l Documentation is no longer evidence
l “Implied false effect”
l “Reality apathy” – Oyadya, 2019
l “Liar’s dividend” – Chesney and Citron
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